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Abstract
In this project, we utilize language models to develop an AI tutor aimed at enhancing the learning experiences of students in Taiwanese secondary education. 
We organized the General Scholastic Ability Test (GSAT) dataset and integrated it with a high school social studies question bank. Utilizing BERT and 
TWLLM as our foundational models, we designed four architectures to compare the results of fine-tuning. This initiative lays the groundwork for more 
interactive AI-driven educational tools and outlines future research directions to further enhance AI's role in education.

(a) BERT Multiple Choice

• Pre-trained model: Chinese BERT [1], TWLLM [2]
• Fine-tune method: QLoRA [3], LoftQ [4]
• Optimizer: AdamW, Lion
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In this project, we utilize language models to develop an AI tutor aimed 
at improving the learning experiences of students in Taiwanese 
secondary education. We have compiled the General Scholastic Ability 
Test (GSAT) dataset and integrated it with a high school social studies 
question bank. Utilizing BERT and TWLLM as foundational models, we 
designed four architectures to compare the results of fine-tuning. This 
initiative establishes a foundation for more interactive AI-driven 
educational tools and outlines future research directions to enhance AI's 
role in education further.

For future endeavors, we aim to:
1. Enhance explanations by applying Reinforcement Learning from 
Human Feedback (RLHF).
2. Collaborate with Junyi Academy (均⼀教育) to improve educational 
outcomes.
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